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Self-concept 1
The Hierarchical Structure of Self-Concept:
An Application of Hierarchical Confirmatory Factor Analysis
ABSTRACT
This investigation (a) tested the ability of an a priori hierarchical
structure of self-concept derived from the Shavelson model to explain
responses to the Self Description Questionnaire III (SD@ III), and (b)
demonstrated the application and praoblems with the use of hierarchical
confirmatory factor analysis (HCFA). A first-order factor analysis clearly
1dentified the 13 facets of self-concept that the SDQ III is designed to
measure. A series of hierarchical models clearly supported the separation
of the 13 SDA III facets of self-concept into academic and nonacademic
components, and the academic facets into math/academic and verbal /academic
components. However, support for the physical, social, and moral second-
order facters was less clear. Third-order hierarchical models resulted in a
clearly defined hierarchical general self-concept that was substantially
related to general Esteem, and to physical, social and emotional components

of self-concept, but not to the academic and moral values components.
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The Hierarchical Structure of Self-Concept:

An Application of Hierarchical Confirmatory Factor Analysis

This study has two main purposes. The first, the substantive issue, is
to examine the hierarchical structure of multidimensional self-concepts.
The second, a methodological demonstration, is to demonstrate the use of
confirmatory factor analysis (CFA) and hierarchical confirmatory factor
analysis (HCFR), and to examine potential problems with its use and its

interpretation.

Self-Concept: A Multifaceted, Hierarchical Construct

Sel f-concept is widely posited to be a desirable outcome and to explain
overt other constructs in many areas of psychology (Burns, 1979; Wells &
Marwell, 1976; Wylie, 1974; 1979), but reviews of self-concept research
typical identify a lack of theoretical models for defining and interpreting
the construct and the poor quality of measurement instruments used to assess
it. In an attempt to remedy this situation, Shavelson, Hubner and Stanton
(1574) posited a multifaceted hierarchical model of self-concept. In one
representation of the model Shavelson proposed a general self-concept
defined by academic and nonacademic self-concepts; the academic self-concept
was divided into self-concepts in particular academic areas (e.g., English
and mathematics); the nonacademic self-concept was divided into social,
physical, emotional self-concepts. The social self-concept was further
divided into relations with peers and relations with significant others; the
physical self-concept was divided into physical ability and physical
appearance. (vrhe figure used to illustrate their representation appeared in
Shavelson, et al. 1976, and has been reproduced by: Fleming % Courtney,
1984; Shavelson & Bolus, 1982; and Shavelson & Marsh, in press).

Shavelson’s model was heuristic and plausible, but in his original
presentation there was only modest support for 1t. His review indicated
some support for the separation of self-concept into social, physical and
academic components, but he found no one instrument that identified all
three components. While exploratory factor analyses of nearly all self-
concept instruments indicated that the construct was not unidimensional,
tactor analyses of the most commonly used instruments typically failed to
identify the scales that the instrument had been designed to measure nor
were the derived solutions able to be consistently replicated (see Marsh &
Smith, 1982; Shavelson, et al., 1976).'Some theorists (e.g., Coopersmith,
1967; Marx & Winne, 1978) argued that facets of self-concept were so heavily
dominated by a general factor, that separate components could not be readily
differentiated. While such a situation would not technically be inconsistent

with the Shavelson model, the value of a hierarchical model would be dubiaus
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if the hierarchy vuas so strong that each companent could barely be
distinguished from a general self-concept.

Through the mid-1970’s self-concept instruments typically consisted of

a hodge-podge of self-referent items, and little effort was made to
develop/refine these instruments in order to measure specific facets of
self-concept. Exp.oratory factor analyses were applied "blindly" to
responses from these instruments in the hope that the statistical technique
would identify the salient facets; generally it did not. Mare recently,
influenced by increased sophistication in factor analysis and, perhaps, the
Shavelson model, a different approach has been adopted. Researchers
frequently developed self-concept instruments specifically to measure
particular facets of self-concept that are at least loosely based on an
explicit theoretical model, and then used factor analysis to test the
existence of these a priori facets. This approach has produced instruments
in which multiple facets of self-concept are identified (e.g., Boersma &%
Chapman, 1979; Dusek & Flaherty, 1981; Fleming % Courtney, 1984; Harter,
19823 Marsh, Barnes, Cairns & Tidman, 1984; Marsh, Birnes & Hocevar, in
press; Soares & Soares, 1982). Shavelson and Marsh (in press) reviewed
research stimulated by the Shavelson model and found strong support for the
multidimensionality of self-concept, concluding that sel f-concept cannot be
adequately understood if its multidimensionality is ignored. Perhaps the
strongest support for the multidimensionality of self-concept, and
particularly for the Shavelson model, came from research with the Self
Description Questionnaire (SDQ), a set of three instruments designed to
measure self-concepts of preadolescents (SDA), early-adolescents (SDQ@ II),
and late-adolescents and young adults (SD@ IIl -- the instrument used in
this study).

Marsh and Hocevar (in press; also see Shavelson & Naréh, in press)
examined the hierarchical structure of respcnses to the SDQ for
preadolescents. The seven first-order factors that the SDQ is designed to
measure (Reading, Math, School, Physical Ability, Physical Appearance, Peer
Relationships and Parent Relationships) were identified and a number of
different hierarchical models were examined. Neither a single higher-order
factor defined by all seven facets, nor two higher-urder factors defined by
academic and by nonacademic facets wag'able to fit the data. The best fit
wac obtained from a model with three higher-order factors: a nonacademic
factor, a reading/academic factor, and a math/academic factor. The results
of the hierarchical factor analysis, and other research, led Shavelson and
Marsh (in press) to propose a revision of the Shaveison model such that

self-concepts in specific academic areas define two higher-order academic
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self-concepts instead of just one as originally proposed by Shavelson.
These findings support the contention that self-concept is a multifaceted,
hierarchical cnnstruct, though they also suggest that the hierarchy may be
more complicated than originally proposed by Shavelson.

The term general sel f-concept has been used in different ways (see

Marsh & Shavelson, in press). For example, the apex of the Shavelson model

is called general self-concept, while other researchers have constructed
sCales that are specifically designed to measure a relatively unid:mensional

construct that is superordinate to particular facets of self-concept and

these have also been called general-self. For purposes of the present

article these two uses of the term general self-concept are called
hierarchical general self-concept and general self-esteem. Items on general
self-esteem scales do not refer to particular facets of self-concept, but
rather infer a general sense of self-worth or self-competence that could

This approach in used by Rosenberg (1979),

apply to different facets.
Factor

Harter (1982), and the General-Self scales on the SD@ instruments.
analytic research has shown that these scales can be identified and
distinguished from more specific dimensions of sel f-concept. while both the
hierarchical general sel f-concept and the general self-esteem are
superordinant facets, the theoretical relation between tnem is unclear and
the role of general self-esteem is not specified in the Shavelson model.
Marsh and Shavelson (in press) indicated the need for research into the
hierarchical structure of self-concept that included a general self-esteem

scale as well as multiple facets of self-concept. In respaonse to this need,

a General-Self scale (a genera’ self-esteem scale) was added to each of the
SDQ instruments. Hence, an important aspect of the present investigation
will be to examine how a general! self-osteem scale fits into the hierarchy

of self-concept facets.

- wn wn wn .- - Lo R R 2 R 1y — P B e S

The present investigation is based on responses to the SD@ IIl. The
SD@ IlI, the rationale for its construction, its relation to the Shavelson
model and the other SDQ instruments, the wording of the items, its
psychometric properties, its relation to academic achievement and to sels-
con&ept inferred by significant others, is summarized elsewhere (Marsh,
Barnes & Hocevar, in press; Marsh & 0’Niell, 1984; Marsh, Richards % Barnes,
in press). The 13 SDQ 11l facets can b; divided into academic (Math, Verbal,
General Academic & Problem Solving), nonacademic (Physical Ability,
Appearance, Same Sex Relations, Opposite Sex Relations, Parent Rel ations,
Religion/spiritual values, Honesty, Emotional), and general .Esteem)
Foilowing the Shavelson modgl, and its revision, it is proposed

7
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components.
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that: a) the 4 academic facets define two second-order academic factors —-
math/academic and verbal/academic; b) 7 nonacademic facets define three
second-order factors —— physical (Physical Ability and Appearance), social
(Same Sex Relations, Opposite Sex Relations, and Parent Relations), and
moral (Religion/Spiritual Values and Honesty); c) a third-oarder,
hierarchical general self-concept will be defined by Esteem, Emotional,
math/academic, verbal/academic, physical, social, and moral self-concepts.
This proposed hierarchy differs from that proposed by Shavelson and its
subsequent revision is several ways: a) Esteem and its relation to the
hierarchical general self, were not included in earlier models, b)
Religion/Spiritual Values and Honesty, and their combination into the
second-order moral factor were not specified, c) Problem Solving was not
identified, nor was its relation to the second-order academic facets, and d)
Peer Relations was not divided into Same Sex Relations and Opposite Sex
Relations. It should be noted that the figure presented by Shavelson, et al.
(1976), and often described as the Shavelson model, was only specified to be

one possible representation of a hierarchy of self-concepts. Hence, the

even if it differs from the one -articular representation of his model.

Data for the present investigation come from a previous study of the
effect of participation in the Outward Bound pragram on multidimenséonal
sel f-concepts (Marsh, Richards & Barnes, in press). A total of 27 groups
(N=361 subjects, median age =21, 75/Z male, 96/ single, 60/ full-time
employed, 337 full-time students) participated in program, and the SDQ@ III
was completed approximately one month before the start of the program (time
1), on the first day of the program (time 2), and again at the end of the
26~day program (time 3). For purposes of the present study, separate
analyses were performed on responses from time ! and from time 2, though the
primary focus is on tne time 1 data. The psychometric properties of
responses to the SDQ III were examired in the original study. The median
coefficient alpha estimate of reliability for the 13 scales was .9C for
each of the three administrations, and the median stabiiity coefficient
between responses at time { and time 2 was .87. In exploratory factor
analyses of each set of responses the factor lcadings of variables designed
to measure each factor -~ target loadings -- were high (median = .72),
while nontarget loadings were low (meéian = ,02). Correlations among the
oblique factors were modest, ranging from - .07 to .39 (median = .10).
Even though there was a significant increase in SDQ II] responses following
participation in the Qutward Bound program (time 3), the SDQ III factor
structure was similar at times 1, 2, and 3.

/
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Ihe Apelication of Hierarchical Confirmatory Factor Ana
In order to examine higher-order factor structures researchers have

typically used an exploratory factor analysis with an oblique rotation to

derive first-order factors (or scores to represer' - first-order factors),

and then have factor analyzed correlations amonc
order to infer second-order facturs (e.g., Fleming « Courtney, 1984; Marsh,

.~order factors in

Smith, Barnes & Butler, 1983). Such exploratory approacis are heuristic,
and they may suggest possible higher-order factor structures. Nevertheless,
they are generally unacceptable because: a) researchers have relatively
little control over the definition of first-order factors so *hat the first-
order factors used to infer the second-order factors may be ambijuous; b)
researchers have little control over the definition of second-order factors
so that neither the hypothesized structure nor viable alternatives can be
explicitly defined; c) neither first- nor second-order factors are uniquely
definad in exploratory factor analysis, so that alternative, nathematically
equivalent structures may lead to different interpretations; and d)
exploratory factor analysis does not enable to researcher to compare the
goodness-of-fit of the hypothesized structure with viable alternatives, or
even to compare the hypothesize structure with the empirically obtained

structure. In contrast, HCFA allows the researcher to: specifically define

and test the structure of first-order factors; formulate and test

alternative higher-order models; uniquely estimate parameters to fit each

model; test the ability of each mudel to fit the data; and, compare the

goodness—-of-fits of the alternative models. (For a more detailed comparisan

of exploratory and confirmatory approaches to factor analysis see: Bagozzi,

19803 Huba & Bentler, 1982; Marsh & Hocevar, 1983; 1984a; 1984b; in press;

Joreskog, 1971; 1980; Joreskog & Sorbom. 1981; Long, 1983a; 1983b; Olson,

1982; Pedhauzur, 19823 Tanaka % Huba, 1984).

In the analyses presented below, a series of CFA and HCFA factor models
are described, and their ability to fit the data are tested with the
commercially available LISREL program (Joreskog % Sorbom, 1981). Initially a
first-order model was proposed to test the a priori structure cf 13 SDQ III
factors and to examine the correlations among these factors. Then a series

of higher-order factor structures were formulated to explain relations among

first-order factors, and these models were tested.

L 4
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The existence nf a well-defined first-order factor structure is a
prerequisite to testing higher-order structures. This first-order structure
should be an a priori structure based on the design of the instrument,

preferably one for which 2ach measured variable is allowed to define one and
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only one first-order factor (see footnote 1). The ability of this model to
fit the data is very important, because all subsequent higher-order models
are based on the first-order factors as specified in this model. Also, the
goodness-of-fit for this model represents the upper-limit for the goodness-
of-fit ot any higher-order model based on the same first-order factors (see
discussion of Target Coefficient below). Hence, the rationale for the first-
order factor structure, its ability to fit the data, and the parameter
estimates based on this model should be examined carefully in HCFA studies.
Definition of the First-Order Model. In CFA and HCFA performed by
LISREL, alternative models are specified by fixing or constraining eleaents
in design matrices (see footnote 2). Three matrices were used to define the
first-order factor model in this study that are conceptually similar to
matrices resulting from an xploratory factor analysis: the matrix of factor
loadings, a factor variance-covariance matrix that represents relations
among first-order factors, and a diagonal matrix of error/uniquenesses that
are like one minus the communality estimates in exploratory factor analyses.
The simple structure model used in this study can he better understood
through an examination of the parameter estimates for the first-order model
(Model 1A, see Table 1). Three subscales, each the sum of responses to 3 or
4 items, were used to define each of the 13 SDQ III factors -- a total of 39
measured variables. Each measured variab!e was allowed to define only the
factor it was designed to measure, and its loading on all other factors was
fixed to be zero. One measured variable for each of the 13 first-order
factors was arbitrarily selected to be a reference variable, and its factor
loading was fixed to be 1.0. The factor loadings for the other 26 measured
variables were estimated as part of the analysis, and their values appear in
Table 1. The variance of each of the first-order factors appears in the
diagonal of the variance-covariance matrix (see Table 1), and the
covariances among the 13 first-order factors appear in the off-diagonal
values of this matrix. Finally, the 39 error/uniquenesses —-- one for each
measured variables -- are presented as a single column in Table 1. In all
there were 156 parameters estimated to fit this model; 26 first-order fector

loadings, 13 factor veriances, 78 factor covariances, and 39

error/uniquenesses.

- - — - - T TED L Ve " — L L - G Va o Ho s g Sy o
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used in CFA, but there are no well established’guidelines for what minimal
conditions constitute an adequate goodness-of-fit. The general approach is
to:

1. examine parameters estimated in relation to the substantive, a

A
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Sel f-concept 8

priori model (and also for estimates outside the range of permissible
values, called Heywood cases, such as negative estimates of factor variances
or error/uniquenesses, or factor correlations greater than 1.0)}

2. evaluate the overall chi-square value of the model in terms of
statistical significance, and to compare this with values obtained from
alternative models;

3. evaluate subjective indices of goodness-of-fit that give an
indication of the proportion of variance that is explained by the model, and
to compare indices from alternative models.

An examination of the factor loadings for Model 1A (Table 1) indicates
that every factor loading, and every factor variance, is large and
statistically significant. Factor covariances vary from close to zero to
moderately positive, but these can be interpreted more easily when this
matrix is standardized to correspond to factor correlations (Table 2). The
factor correlations vary between -0.02 to 0.71 (median = 0.24) and none
approachs 1.0. The same general pattern of results, and nearly the same
parameter estimates, were obtained when Model 1A was tested with data
collected at time 2 instead of time I (the factor correlations appear in
Table 2; also see footnote 3). These results provide good support for the a
priori model, though it is still important to examine goodness-of-fit

indicators,

———— - — ———— — — — S — ——— T T ——— —
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bGoodness-of-fit is evaluated partly by an overall chi-square test. In
contrast to traditional significance testing, the researcher may prefer a
nonsignificant chi-square value that indicates that the model fits the data.
However, for large complex analyses where the sample sizes and the number of
measured variables are large, the chi-square test is extremely powerful and
will nearly always be statistically significant. Hence, most practical
applications of CFA require a subjective evaluation of whether a
statistically significant chi-square value is small enough to constitute an
adequate fit. Many alternative indices of goodness-of-fit have been
developed for this purpose (see Bentler & Bonett, 1981; Cliff, 1983;
Fornell, 1983; Joreskog & Sorbom, 1981; Long, 1983a; 1983b; Marsh & Hocevar,
1984a; 1984b; in press; for a general discussion) and 7 such indices are

considered here (see Table 3).

The chi-square value for the fi-st-order factor model (Model 1A, Table
4) is large and statistically significant. However, the chi-square/df ratio
(2.14) and other goodness-of-fit indices suggest that the goodness-of-fit is

reasonable. Though not reported, the chi-square/df ratio (2.00) and other
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Sel f-concept 9

indices (@.Q., TLI = 0.872) were similar or slightly better when Model 1A
was fit to data collected at time 2. This goodness-of-fit could be
substantially improved by freeing some of the parameter estimates fixed to
be zero; that is by allowing some of the measured variables to have nonzero
loadings on factors other than the one they were designed to measure, or by
allowing some of the error/uniquenesses to be correlated. In some instances
there may be an adequate a priori basis for estimating additional
parameters, and thus improving the goodness-of-fit (e.g., Marsh & Hocevar,
1984b). Even when there is no a priori basis, some researchers recommend
such procedures (see Tanaka & Huba, 1984), particularly when the goodness-
of-fit of the first-order model is poor. Because the original a priori
model is judged to adequately fit the data, because there is no a priori
justification for freeing additional parameters, because such procedures
rarely have a substantial influence on major parameters of interest (if they
do, they may not be justified, see Tanaka & Huba, 1984), in order to
simplify the interpretation of the first-order factors and maintain a simple
structure, and in order to avoid further complication in the description and
presentation of the results, these procedures were not used in the present

investigation.

s e e s B M R P G vy S S P G o WA G e S S T e g A e

that 11 of 13 SDG IIl factors, all but Emotional and Esteem, define five
second-order factors. The viability for these proposed factors can be
evaluated from an inspection of correlations among the factors verived from
the first-order model (Table 2). While the discussion is limited to an
inspection of correlations from time 1 data, correlations based on time 2
are similar (see Table 2).

Correlations among the 4 academic factors support the existence of two
second-orde2r academic factors. Whereas the Academic and Problem Solving
factors are each substantially correlated with Math and Verbal sel#f-
concepts, and with each other (r’s between 0.48 & 0.62), the Math and Verbal
sel f-concepts are relatively uncorrelated (r = .12) with each other.
Correlations between the 4 academic facets and the B nonacademic facets are
generally much smaller (r’s between -.01 & .37).

Correl ations among the nonacademic factors provide less clear support
for the physical, social, and moral second-order factors. Although Physical
Ability and Physical Appearance are s;bstantially correlated (.43), Physical
Ability is more highly correlated with Same Sex Relations (.62) and Physical
Appearance is as highly correlated with Opposite Sex Relations (.42). While
the three social facets are substantially correlated with each other (rs

between .32 & .52), they are also substantiaily correlated with the two
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physical facets. Although Religion/Spiritual vValues is more highly
correlated to Honesty than to other factors, the size of the correlation
(.27) is modest. This pattern of correlations suggests that support for the
higher-order factors defined by nonacademic factors may be more problematic
than for those defined by academic facets.

Approaches to Examining Higher-Order Factor Models,

The purpose of HCFA is to explain covariation among the first-order
factors with one or more higher-order factors (see footnote 4). It is
important to realize that the chi-square goodness-of-fit value for a higher-
order model can be no better than the chi-square for the first-order model;
the two chi-squares would be equal if the all of the factor covariances
could be exactly explained by higher-order facters. Since the nuaber of
parameters needed to estimate the higher—order factors is less than for the
corresponding first-order factor model, the higher-order model is supported
s0 long as: a) the parameter estimates are defensible in relation to the a
priori substantive model that is being tested, b) the goodness-of-fit is
reasonable and the chi-square value is not substantially larger than the
value observed for the first-order model, and c) technical requirements
related to HCFA are met (e.g., the model is identified and there are no
Heywood cases). Before examining the higher-order models, several
additional points need clarification.

The Comparison of First- and Higher-order Models. The goodness-of-fit
of the first-order model in which all factor covariances are estimated
(i.e., Model 1A in this study) provides an upper-limit to the goodness-of-
fit for a higher-order model -- an optimum or target. Thus, Marsh and
Hocevar (in press; also see Table 3) défined the target coefficient (TC) to
be the ratio of the chi-squares for a higher-order model and the
corresponding first-order model; it varies between O and 1.0. If the TC is
very high while the Tucker-Lewis index (TLI) is only moderate, then the
Ccovariation among the first-order factors is well-explained by the higher-
order factors and the lack of fit occurs in the definition of the first-
order factors. Hence, TC in conjunction with other indices, allows the
researcher to determine whether a lack of fit in a higher-order model occurs
with the estimation of first- or second-order factors.

Similarly, a first-order model in which all factor covariances are
fixed to be zero (Model 1B, Table 4) ;epresents an absolute lower limit for
trhe go.dness-of-fit of any higher-order model. If the goodness-of-fit for
Model 1B were to approach that of the Model 1A, it would mean that the
first-order factors were nearly uncorrelated. Ironically, this situation

would result in an acceptable goodness-of-fit for any higher-order model ;

lod/
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since there would be almost no covariance to explain, any model would be

able to "fit" this data. For this reason, it is critical that parameter

estimates for the higher-order factor models are examined, and that their
goodness-of-fits are compared with the goodness-of-fits of first-order

factor models such as 1A and {B.

when there are moderate to substantial covariances among some first-—order
factors and a higher-order model provides a reasonable fit to the data, some
of the first-order factors may not be well represented by the higher-order
factors. For example, assume that there are four first-order factors, that
the first three are highly correlated, and that the fourth is relatively
independent of the others. A single higher-order factor, defined primarily
by the first three factors, will be well-defined and the model may provide a
reasonable fit to the data. However, the fourth factor will not be well
represented by the higher-order factor. The fit is reasonable because there
is little correlation between it and the other three factors that needs to
be explained by the higher-order factor; most of the variance in the fourth
factor will appear in a residua’ variance term that is conceptually like the
uniqueness for measured variat < in the first-order model (see fcotnote 1).
To the extent that this residua. variance approaches zero, the lower-order
ractor is completely explained by higher—-order factors. However, when the
residual is substantial and approaches the variance in the lower-order
tactor, then the lower-order factor is not well represented by higher-order
factors. In order to evaluate this characteristic, the Explained Variance
Ratio (EVR; see Table 5) is defined as one wminus the ratio of the residual
variance to the factor variance; it varies between 0 (none of the lower-
order variance explained by higher-order factors) to 1.0 (ail of the lower-
order variance explained by higher-order factors).

Identification in HCFA, Identification is a serious problem in CFA anag
HCFA. Long (1983a, p. 35) indicates that: "Attempts to estimate models that
are not identified result in arbitrary estimates of the parameters and
meaningless interpretations." It is possible that some parameters are
identified while others are not. It is also possible that the model itself
is identified in theory, but that in practice the parameter estimates are
not identified due to some problem with the data (e.g., linear depandencies
among the measured variables or problé;s related to correlation matrices
produced with pair-wise deletion of missing data). Joreskog and Sorbom
(1981) describe checks for identification that are performed by LISREL, but
necessary and sufficient conditions for determining identification are
generally unknown. While LISREL is able to derive parameter estimates when
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a model is not identified, these may be uninterpretable; Joreskog and Sorbom
recommend that additional constraints be placed on the model so that it is
identified (e.g., specifying that two parameter estimates are equal, thus
reducing the number of parameters that must be estimated).

In HCFA, second-order factors may be unidentified even when the the
first-order factors are identified. For example, two lower-order factors are
unable to define a single higher-order factor such that the parameters are
identified unless further constraints are imposed; it takes 2 df to define a
higher-order factor from two lower-order factors, but there is only cne df

represented by the one covariance between the two first-order factors. An

arhitrary, though often reasonable solution is to impose an equality
constraint by specifying that the two lower-order factors have the game
loading on the higher-order factor. Even when there are 3 lower-order
factors, a higher-order factor is "just identified" in that it takes all

three df representing the lower-order covariances to estimate the higher-

order factor and there are none left to test the modei. If there are three

first-order factors then the first-order model in which these factors are
allowed to be correlated will produce the same goodness-of-fit as a higher-
order model in which the three first-orde~ factors are allowed to define a
single higher-order factor and no added constraints are imposed. Although
the higher-order loadings for such a model are identified, and their
substantive interpretation may be useful, it makes no sense to argue that
the higher-order model is preferable to the corresponding first-order model,
or vice-versa. This problem of identification may impose a se”ious
limitation on the use of HCFA in that a large number of first-order factors
are needed to estimate even a moderately complicated hierarchical structure.
The problem of identification may be a limitation in the application of
HCFA rather than an inherent flaw in the logic of models that are not
identified within a HCFA framework. For example, Shavelson et al. (1976)
proposed that a nonacademic and an academic self-concept combined to form a
hierarchical general self-concept. While this model is substantively
reasonable, it is not identified within a HCFA framework without further
constraints (i.e., it takes three lower-order factors to define a higher-
order factor). Similarly, Shavelson and Marsh (in press) recognized that a

second-order factor model consisting pf three second-order factors and the
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covariances among the second-order factors was equivalent, within a HCFA
framework, tn a third-order model in which the three second-order factors
combined to form a hierarchical general self-concept.

The Law of Parsimony. The law of parsimony states that if two models }i

describe the data equally well, then the conceptually more simple model is
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preferred. In HCFA this ig interpreted to mean that if the goodness-of-fits
for two models are comparable, then the model that requires the fewest
parameters (i.e., has a larger df) is preferred. Ia fact, models that
require fewer parameters generally are conceptually more simple. However,
alternative HCFA models are often specified so that the chi-square for one
represents the lowest possible chi-square that could be obtained by a second
model (i.e., the models are nested). For example, a higher-order model can
never have a smaller chi-square than the corresponding first-order model,
and in this sense can never do any better than it, While tests of
statistical significance are available, they are typically so powerful that
the more parsimonious model will usually be rejected in a strict statistical
sense. Instead, researchers must rely on the coﬁbarison of alternative
models in terms of subjective indicators of goodness-of-fit. Researchers
have tended to use the same goodness-of-fit indicators in HCFA as in CFA,
though it is likely that new indicators (e.q., the TC described above) and
rules of thumb will be developed as HCFA becomes more widely applied.

In order to apply the rule of parsimony in the present investigation,
a series of a priori hierarhical models was specified to explain responses
to the SDQ III. The logic used to formulate alternative models was to begin
with the most parsimonious model, a single higher-order factor defined by
all SD@ IIl factors, and to gradually increase the complexity of the models.
The theoretical model postulated earlier to describe responses to the SD@
IIT (Model bA in Figure 1) proposes a complicated ordering of self-concepts.
[+ the goodness-of-fit of Model 2A, with only one higher-order factor,
ipproaches that of the more complicated model, then there is evidence
against the more complicated model. The formulation of alternative models
will depend on substantive issues in the particular application, but at
least two types of alternative models will always be appropriate. First, a
complicated hierarchical model should always be compared with a model in

which only one higher-order factor is hypothesized. Second, whenever four

or more lower-order factors define a single higher-order factor, a viable
alternative model is one where the lower-order factors are correlated and no

higher-order factor is hypothesized. These alternatives are illustrated
below.

Tests of A

-

-~ 1D

iori Higher-Order Modelw to Explain Responses to the SD@ 1II
Five a 1 ) 1

r
ternative HCFA models (see Figure were formulated tn explain

responses to the SDQ III and were tested with LISREL. For each model, the

first-order factors were defined as in Model 1A except that the cov..riances

among first-order factors were explained in terms of higher-order factors.
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Although the first-order factor loadings for these hierarchical models are lé
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not presented, they were similar to those shown in Table 1 for all the
models. The alternative models were formulated to test substantive issues
described earlier. The first two HCFA models proposed a single higher-order
factor (2A), and two higher-order factors defined by academic and
nonacademic components (3A). In the next HCFA (4A) inodel the academic
component was divided into the two components suggested by the Shavelson and
Marsh revision. In the last two HCFA models, second-order factors were
defined by the physical and social components (Model SA) and by the moral
components (Model 6A). For Models 4A, S5A and 4A, where a third-order factor
was defined by four or more lower-order factors, alternative models were
posited in which there was no higher-order factor and covariances among the
lower—order factors were estimated. A discussion of the goodngss-of—fit for
each model is presented bhelow.

- - s = —— P - S = = = e B s . 4 S 1 H G et D iy

Insert Table S About Here

One General Factor. In Model 2A (Figure 1) a single second-order
factor was proposed to explain relations among first-order factors. Twelve
of 13 first-order factors, all but Religion/Spiritual Values, load
significantly on the general factor. For example, the factor loading for
Math is .43, the stand~: J error of this parameter estimate is .07, and the
t-ratio (.41/.07 = 5.86) is highly significant. The difference in cni-
square values for models 2A and 1A (1786 - 1333 = 453) is statistically
significant when evaluated against the difference in df (6B? - 624 = 63),
and the ratio of the two is substantial (453/65 = 6.97). While the TLI
(.828) is reasonably high, the TC (.694) suggests that much of the
covariation among the first-order factars is unexplained. The EVRs (Table
3) for the 13 first-order factors indicate that the 4 academic and 2 moral
facets are not well represented by the general factor. For example, tha
factor variance for the Math factor is .85 (from Table 1), the residual
variance unexplained by the higher-order factor is .73 (Figure 1), and the
EVR is .147 (1 - (.73/.83); see Table 5). In summary, though a single
higher-order factor is able to explain much of the covariance among first-
order factors, the model must be rejected (particularly in comparison with
models described below).

Two Higher-order Factors. In Model ZA two second-order factors are

— G et il g S Pt S S S e S Sy ey S S e

proposed, a nonacademic factor and ap academic factor. In this model
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(Figure 1) the Esteem facet is allowed to load on both secord-order factors,
and the two second-order factors are correlated. Tests of statistical
significance and subjective goodness-of-fit indicators indicate that Model
3A does better than 2A but not as well as 1A. Inspection of the EVRs (Table

5) indicates that the 4 academic facets are much better represented in 3R
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than in 2A, while therre is a umall improvement or little change for the
nonacademic facets. These results clearly support the separation o+ academic

and nonacademic self-concept, but Model 3R is also inferior to other models

described below.

academic factor from Model 3A is divided into math/academic and
verbal/academic factors as proposed in the revision of the Shavelson model.
A third-order, hierarchical general self is dafined by the three second-
order factors, and the first-order Esteem factor. However, preliminary
analyses suggested that this model was not identified, and that the problem
occurred in the definition of the two second-ovrder academic factors. The
mndel was identified, however, when the Academic and Problem Solving factors
were required to load equally on the math/academic and verbal/academic
factors (see Figure 2 & footnote 5). The chi-square for Model 4A is
significantly smaller than the chi-square for 3A, and the goodness-of-fit
indices are better. Inspection of the EVRs for the first-order factors
indicates that the Math and Verbal self-concepts are hetter explained by
Model 4A than by Model 3AR. However, this is due to variance explained by
the two second-order academic factors and not the third-order general
factor. Inspection of the factor loadings on the third-order factor (Figure
1) and the EVRs for the second-order academic factors (Table 3) indicate
that the academic factors are not well represented by the third-order
general factor. Thus, while Model 4A represents a significant improvement
over Model 3A, neither the academic nor the moral factors are well
represented by the third-order general factor.

Model 4B differs from 4A in that the four lower-order factors in model
4A are not hypothesized to define a hierarchical general self-concept -- the
six factor covariances among these lower-order factors are merely estimated
in the analysis. The chi-squares for models 4A and 4B differ by only one,
and this is not statistically significant. Thus, the six covariances among

the lower-order factors are well described by a single factor, the

hierarchical general self.

LR R R = 2—£ R S — 3 R | =5 TR — 4 .3 S S5 4 SN

from Model 4A in that two new second-order factors are defined; one for the
two physical self-concepts and one for the three social self-concepts. The
third-order hierarchical general self’(see Figure 1) is defined by four
siicond-order factors and four first-order factors. Since the second-order
ptysical self-concept was defined by only two first-order factors, an
equality constraint had to be imposed. Because of this equality constraint
tﬁe df for Models 4R and SA are the same, and this complicates their

[/

RECT ANV 21 11 e



BEST COPY AVAILABLE

Sel f-concept 16

comparison. However, the chi-square and goodness-of-fit indicators for
Model 35A are marginally better than for 4A even though the differences are
modest. The EVRs for the two first-order physical factors and tha three
first-order social factors are modestly higher for Model 5A than 4A. The
factor loadings for the second-order factors on the third-order factor, and
also the EVRs for the second-order factors, indicate that physical and
social factors are well represented by the general factor while the academic
and the moral (second-order) factors are rot.

The hiérarchical general self in Model S5A is defined by eight lower-
order factors. In Model 5B, no third-order factor is posited, and the 28
covariences among the lower-order factors were estimated. The difference in
chi-squares (61, df = 20) is statistically significant, and moderately
large. This suggesg;f:hat a significant proportion of the covariation among
the lower-order factors is not represented by the hierarchical general self.
This apparently occurs because the modest correlation (r = .27) between
Religion/Spiritual Values and Honesty, and the large courrelation between the
second-order physical and social factors (r = .94), were not adequately
explained in terms of the hierarchical general factor.
closest tc the structure originally proposed to explain responses to the SD@
IIl1. It differs from Model SA in that one new second-order factor is
defined by the two moral value self-concepts. Since the moral value self-
concept is defined by only two first-order factors, it was necessary to
impose another equality constraint. The third-order general factor is
defined by five second-order factors, and by the Emotional and Esteem
(first-order) factors. Even though the df for Model 6A are the same as for
Models 4A and SA, the'chiwsquare and goodness-of-fit indices are marginally
better (Table 4). The EVRs for the two first-order moral values factors,
though better in Model 4A than the other models, are still only modest. The
factor loadings on the third-order factor, and the EVRs for the seccnd-order
factors, again show that the third-order factor represents primarily
physical, social, and Esteem factors, but not the academic and moral
factors. Nevertheless, Model 4A appears to represent a modest improvement
over the other models.

The hierarchical general self in Model 6A is defined by 7 lower-order
factors. In Model 6B, no third-order ;actor was posited, and the 21
covariances among the lower-order factors were estimated. The difference in
chi-squares (34, df = 14) is statistically significant, but only modest.
The addition of the ;econd~order moral factor was able to account for the
correlation between Religion/Spiritual!V?}ues and Hon=osty (see discussion of

o)

RrEAY AARY 12 82 =



Z
=
=
<
>
Q..
Q
(3
—
o
bdd
(aa]

Self-concept 17

the comparison of Models 3R & SB), even though this second-order factor was
not strongly represented in the hierarchical general self-concept. Even
though the second-order physical and social components are well represented
by the hierarhical general self-concept, the extremely high correlation
among the two second-order factors could not be explained in terms of the
third-order factor.

Tests of Models From Time 2. Each of the models described above was
also tested with data from time 2 (see Note in Table 4). Though not a major
focus of the study, a brief discussion of these findings is informative.
Parameter estimates for time 2 data were similar and the goodness-of-fit
tests were slightly better. There was, however, one major difference in the
results based on data from time 2. The chi-squares and goodness-of-fit
indicators for Models 4A, SA and 6A were nearly identical. Again, the
pattern of equality constraints meant that =ach of these models had the same
df and this makes their comparison difficult. Nevertheless, perhags even
more than with data from time 1, data from time 2 suggest that these three
models are equally ablie to explain the data.

A Additional A Poster.ori Model. The formulation of the models
described above, except perhaps the equality -onstraints needed to define
the second-arder academic factors, was a priori. However, the previous
discussion and empirical vindings (see footnote 5) suggest additional
alternatives. The very high correlation observed between tha second-order
phy isical and social factors could not be explained adequately in terms of
the third-order factor. Also allowing the Problem Solving to load on the
hierarchical general self-concept, in uddition to the second-order academic
factors, improved the fit of the hierarchical models. In order to test
these possibilites, Model 6A was altered so that the 3 social and 2 physical
facets defined only one second-order factor instead of two, and this
produced a smaller chi-square (1501, df= 686). Then, in a subsequent
analysis, the Problem Solving facet was allowed to contribute directly to
the hierarchical general self-concept, and this further improved the chi-
square (1477, df = 685). The a posteriori model based on both of these
alterations is presented as Model 7A in Table 4 and Figure 1. The a
posteriori nature of Model 7A suggests that it must be interpreted
cautiously. However, these alterations also produced comparable
tmprovements in the chi-square values'}or time 2 data, thus providing

additional support for Model 7A.
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The Shavelson model posits that self-concept is multidimensional, and
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the results of the present investigation, as has been the case with all SD@
research, provides strong support for this proposal. The SDQ Il is
designed to measure 13 facets of self-concept; these were clearly identified
in the first-order factor model, and even the simple structure imposed in
that model provided a reasonable fit to the data from time 1 and from time
2.

The Shavelson model posits that self-concept is hierarchically ordered,
and this proposal was supported. Shavelson et al. (1976) also proposed one
possible representation of what the hierarchy of self-concept facets might
be, and the hierarchy for academic self-concept was revised by Shavelson and
Marsh (in press). The hierarchy proposed to describe responses to the SDG
III, and additional constraints necessary to actually test the proposal with
HCFA, differed from that revision in a number of ways. However, the most
important differences were the inclusion of Religion/Spiritual Values and
Honesty facets, and their representation as moral values, and the inclusion
of the general esteem factor.

The proposed hierarchy of academic facets was supported in that two
second-order academic facets -- math/academic and verbal/academic -—- were
required instead of just one as -riginally proposed by Shavelson. As
before, this was necessary because of the relative lack of correlation
between Math and Verbal self-concepts. These findings provide strong
support to the revision proposed by Shavelson and Marsh (1984), particularly
since the study took place in a nonacademic environment and the sample was
comprised of young adults who were primarily nonstudents. The inclusion of
the Problem Solving factor on the SDQ@ II! provided some complications for
the proposed hierarchy of academic sel f-concepts; first, because it had no’
previously been considered in proposed hierarchies; and second, because it
apparently contributes directly to a hierarchical general sel f-concept
beyond its contribution through the second-order academic sel f-concepts.
Nevertheless, its representation in Model 74 is reasonable, and is also
supported in the analysis of data from time 2.

Support for the second-order facet‘ proposed to explain the physical
and social facets is more tenuous. The examination of correlations among
the first-order facets clearly foreshadowed some of the difficulties.
Correlations between some physical and some social facets were nigher than
correlations among the physical and amoéﬁ the social factnrs (see footnote
6). This problem was also illustrated by the extremely high correlation
between the second-order physical and social factors; it was .94 for both
Models 3B and 6B. There is also an intuitive consistency to the pattern of
correlations among the physical and social factors that may be inconsistent

s
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with the logic of the Shavelson model. In particular, it is reasonable that
Physical Appearance is more strongly related to Opposite Sex Relations than
to Physical Abilities. The support for Model 7A, where the second-order
physical and social factors were collapsed into a single second-order
factor, provides further support for these observations. It should also be
noted that for the best fitting model »roposed by Shavelson and Marsh (in
press), two physical factors and two social factors were incorporated into a
single second-order factor and no attempt was made to test for separate
physical and social second-order factors. In this respect, their model was
more like Model 7A than 6A. Although further research is clearly warranted
and alternative formulations may exist, these findings suggest that the
social and physical facets combine to form a single second-order component.

Support for the second-order moral factor defined hy Religion/Spiritual
Values and by Honesty, must also be interpreted cautiously. Although
neither of these facets, nor their incorporation into a second-order factor,
was proposed by Shavelson, et al. (1976), sdch facets have frequently been
posited by other self-concept theorists starting with William James (18%0).
Furthermore, on an earlier version of the 5D@ III that did not contain these
facets, respondents indicated these areas as ones that were important to how
they felt about themselves that had not been included. The inclusicn of
these facets appears to be justified in terms of theory and empirical
results, but their combination into a second-order factor may be more
problematic. Although these factors tend to be more highly correlated to
each other than to other factors, the size of the correlavion (.27 and .28
for times 1 and 2) is modest. Nevertheless, only the hierarchical models
that incorporated this second-order factor were able to explain the
correlation between the two facets (see discussion of Model 4A). In this
respect their incorporation into a second-order factor is supported.

In each of the hierarchical models there was strong support for a
hierarchical ordering of the SDQ III facets; most of the covariation among
the first-order vacets could be explained in terms of the hierarchy, and the
hierarchical general self-concept was well defined. However, even this
finding must be interpreted cautiously. In particular, this finding should
not be interpreted to mean that each of the first-order factors was well
represented by the hierarchical genegal sel f-concept; this was definitely
not the case. In each model, the hierarchical general self-concept was
defined primarily in terms of the physical and social factors, Emotional
seif-concept, and general Esteem. The covariation among the four academic
factors was well represented by the two second-order academic factors, even

though these second-order factors contributed only modestly to the <§&I
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hierarchical general vactor. Similarly, the modest covariation among the
two moral factors was well represented by a second-order factor, even though
it contributed little to the hierarchical general self. This caution does
not, however, undermine support for the hierarchy —- quite the contrary. 1f
every first-order factor was well-represented by the hierarchical general
self-concept, than support for the a single higher-order factor in Model 2A
would have been much stronger and there would have been no need to consider
a more complicated hierarchy. Thus, it the inability of a single higher-
order factor to represent each of the first-order factors that dictates the
need for a more complicated hierarchy (see footnote 7).

The hierarchy described here also differs from those previously
examined. or even proposed, in that it includes both general Esteem and a
hierarchical general self-concept. For purposes of this study it was
hypothesized that the general Esteem factor contributes directly to the
hierarchical general self-concept. Most of the covariation between Esteea
and other first-order factors could be explained by this formulation.
Esteem, along with Emotional self-concept, and the second-order physical and
social factors, were the primary determinants of the hierarchical general
self. In each of the hierarchical models the hierarchical general self
correlated about .90 with Esteem. These findings support the proposed
model, and demonstrate that general Esteem and the hierarchical general
sel f-concept are highly correlated.

In addition to the substantive issues, the demonstration of an
application of HCFA represents an important contribution of this study. The
use of HCFA, instead of exploratory factor analysis, is clearly preferred.
Since researchers are ra;ely provided with concrete guidelines for
conducting HCFA, the following recommendations are proposed:

1. HCFA shou'd begin with a clearly articulated theoretical model of the
proposed hierarchy, a well-defined set of first-order factors that form the
basis of the hierarchy, and a sufficient number of first-order factors to
adequately test the hierarchy. In addition to the hypothesized model, a
series of a priori alternative models should be formulated to test
substantive issues and to test more parsimonious hierarchies.

2. Support for the first-order factor structure underlying responses to
the measured variables is a prerequis{te for testing higher-order
structures. 1f the first-order factors are not well-defined, or if they are
unable to fit the data, then tests of hierarchical structures are moot. An

examination of correlations among the first-order factors provides insight
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into the hierarchical structure. Finally, the fit of first-order models o
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provides an important basis of comparison for testing the hierarchical
structures. Researchers should avoid using tdtal scores as the measured
variables in HCFA. When each first-order factor is well defined by many
indicators, as in this study, the formation of three or more subscales to
represent each first-order factor appears to be reasonable.

3. There are no absolute criteria for evaluating goodness-of-fit. The
evaluation of the goodness-of-fit of CFA and HCFA should begin with an
examination of parameter estimates in terms of the substantive model. If
factors proposed in the theoretical model are not well-defined, then the
ability of the model to fit the data may be irrelevant. Tests of
statistical significance are relevant, but their power -- particularly when
there are many measured variables and the sample size is large -- is soO
great, that researchers generally must use subjective criteria to determine
whether a statistically significant lack of fit is substantial enough to be
practically important. Subjective goodness-of~fit indicators are also
relevant, but they are more useful in comparing alternative models than in
determining absolute guidelines of goodness-of-fit.

This set of recommendations emphasizes the use of HCFA as the means for
testing an a prior hierarchy that is based on a theoretical model with
measured variables specifically designed to test the hierarchy. The use of
HCFA may also be justified when no a priori hierarchy exists, and the
purpose is to explore possible hierarchies. In such an application, Tanaka
and Huba (19B4) suggest the use of exploratory factor analysis to form a
basis for HCFA models to be tested with one set of data and then to be
replicated with another set of data. The use of empirical results from one
set of data, ins@ead of theory, to formulate HCFA models to be tested with
another set of data may be reasonable if the set of measured variables
provide a clearly defined set of first-order factors. However, the use of
hierarchical factor analysis, whether exploratory or confirmatory, to infer
a structure from ar ill-defined coliection of first-order factors is likely
to encourter the same problems as "blind" factor analyses. For this reason,
it is recommended that theory be the basis of the design/selection of
measured variables, for the formulation of hierarchical models, and for the

evaluation of results in HCFA studies.
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Footnotes
1 -~ This recommendation is based on the assumption that each first-order
factor is inferred from multiple indicators that are intended to measure one
specific factor as is the case with the SDQ III. If there is an a priori
basis for hypothesizing that a measured variable should contribute to the
definition of more than one variable, then the first-order factors should be
defined accordiangly. Even when the basis is a posteriori, the practice is
justifiable when the original first-order factor structure does not fit the
data very well. In such instances, particularly when many changes in the
original structure are needed to obtain an acceptable fit to the data, then
the proposed changes should be tested with new data. The best strategy is
to use an instrument that has a well-defined factor structure.
2 -— The three LISREL design matrices used to fit the first-order model
(model 1 in Table 1) were LAMBDA Y (factor loadings), PSI (factor
variance/covariance matrix), and THETA EPSILON (error/uniquenesses). For
this study THETA EPSILON was always constrained to be a diagonal matrix
(i.e., error/uniquenesses are uncorrelated). In the higher-order models,
the second-order factor loadings were estimated in BETA and factor residuals
were estimated in the diagonal of the PSI matrix. For the higher-order
models each diagonal element in PSI is a factor variance when that factor is
not incorporated into a higher-order factor, otherwise it is a factor
residual -~ the unique variance in that factor that is not explained by
higher-order factors. When a lower-order factor is incorporated into a
higher-order factor, each of the off-diagonal elements in PSI that involve
that lower-order factor is set to 0. Thus, for models 4A, SA, and 6A, PSI
is a diagonal matrix in which all the elements except the factor variance
estimate of the hierarchical general self factor are factor residual
estimates (see Marsh & Hocevar, in press, for further discussion about how
the LISREL design matrices were used to specify the first and second-order
factor models).
3 -- Tests for each of the models was performed on data from time 1 and froa
time 2, and the two sets of results were compared. These do not constitute
tests of factorial invariance -- tests where parameters are estimated for
each data set subject to the constraint that some or all of the parameter
estimates are the same. However, a series of tests of the invariance of
parameter estimates for the first-ordé; model (Model 1A) was performed on
covariance matrices for responses from times 1 and 2. The chi-square and df
values were: a) 2564 and 1248 when no invariance constraints were imposed;

b) 2796 and 1404 when all 156 estimated parameters were specified to be

invariant; c) 2654 and 1365 when factor loadings, factor variances and kS
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factor covariances were invariant; and d) 2609 and 1274 when just factor
loadings were inviriant. Although the difference between tests of total
invariance and of no invariance is statistically significant, the chi-
square/df ratio ( (2796 - 2564) / (1404 - 124B) = 1.4B) is small.
Furthermore, the difference between tests of no invariance and the
invariance of factor loadings, factor variances and factor covariances does
not even reach statistical significance. These tects provide strong support
for the invariance the factor structure, factor variances and factor
covariances across the two sets of responses (see Marsh & Hocevar, in press,
for further discussion of the interpretation of factorial invariance), and
also suggest that there would be reasonable support for invariance of
parameter estimates for each of the higher-order models if these tests had
been conducted.

4 -~ In some applications of HCFA (e.g., Tanaka & Huba, 1984) researchers
begin with first-order factors that are defined by a single score; an
average of responses to items designed to define a scale, or factors that
are defined by a single item. In such applications the first-order factors
are really measured variables rather than latent constructs that are
interred from multiple indicators, and what is called the first-order model
in the present application is completely eliminated. This alternative
approach may be reasonable in preliminary studies, or studies where
researchers do not have access to the original data, but not when multiple
indicators of each of the first-order factors are available. It is
imperative that tests of higher-order structures are based on first-order
factors that are well defined. Thus rigorous tests of the hypothesized
first-order structure are essential, and these tests require multiple
indicators of each first-order factor. It is ironic that researchers would
apply powerful HCFA techniques to first-order factors that are inferred from
single indicators, or inferred from multiple indicators that are averaged in
accordance with a hypothesized factor structure that is not tested.

5 -- Models that imposed no equality constraints, or that imposed only one
equality constraint, on the academic factors in Model 3A did not converge
when tested with data from time 1| or time 2; the residual variance estimates
for the Verbal or Math factors were negative. The requirement that the
Academic and Problem Solving factors contribute equally to the two second-
order academic factors (see Figure 1) is‘pragmatic, but it is also
intuitively logical and can be justified empirically. LISREL computes a
modification index (see Joreskog % Sorbom, 1981; Marsh & Hocevar, in press)
tor every parameter, particularly those that are fixed at a constant value

or constrained, that is an estimate of how much the chi-square value would
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change if a the parameter were free to be estimated -~ in this case if the
equality were not imposed. If a modification index is less than five, then
freeing that parameter will have almost no impact on the goodness-of-fit of
the solution. The modification indices of the constrained factor loadings on
the second-order academic factors never exceeded 1.3 for Model 3A, for any
of the subseguent models that used this constraint, or for solutions for any
of these models with data from time 2, thus supporting the use of these
equality constraints.

6 -- This observation, that correlations between some physical and social
factors are as high or higher than correlations among facets within each of
the categories, is also consistent with other SD@ research using the SD@ III
(Marsh & Hocevar, in press; Marsh & O’Niell, 1984), the SD@ II (with high
school students; Marsh, Parker & Barnes, in press), and the SDU (with
preadolescents; Marsh, 1984a).

7 -- The implications of the inability of the academic and moral factors to
be accounted for by the hierarchical general self depends on the ordering of
the hierarchy in the hypothesized model. For purposes of the theoretical
discussion in this study I assumed that the hierarchical general self can be
explained in terms of lower order factors, and thus avoided specifying a
causal ordering between lower— and higher-order facets. This inability
apparently has more negative implications for a model that makes the
stronger assumption that the hierarchical general self "causes" the lower-
order facets than one that proposes that the hierarchical self is caused by
the lower-order facets or that no causal ordering exists. If a hierarchical
general self is posited to "cause" a lower-order factor but the two are
nearly uncorrelated, than the postulated causal relation is not supported.
It should also be noted that while HCFA models are often depicted in path
analytic terms such that a higher-order factor causes a lower-arder factor,
this is not inherent in the application of factor analysis and it may not be

consistent with the substantive nature of tha particular application.
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Table 1 (continued)

CFA Model 1: 13 First-Order Factors With No Higher-Order Factors

" s P> i D Lt T B D et St TP W U P Wl D U T Tl B s W U S S P o GO ) s W GO & 3 VD T U PO Wt P P - - — —— Gt D T S e AP TP (P e G o

Factor Variance/Covariances
Math Verb Acad Prob Pabl Appr Ssex Osex Prnt Relg Hnst Emot Estm

Math .85
Verb .10 .73
Acad .52 .41 .81
Prob .32 .33 .36 .52
Pabl .20 .15 .19 .17 .68
Appr .14 .23 .15 .19 .30 .71
Ssex .12 .20 .14 .17 .45 .27 .78
Osex .11 .29 .19 .21 .26 .32 .42 .84
Prnt .12 .14 .19 .16 .28 .23 .38 .26 .80
Relg .00 -.01 .05 .02 ,06 .04 .05 -.01 .01 .76
Hnst .10 .08 .10 .09 .08 .08 .04 .05 .09 .12 .27
Emot .20 .21 .20 .22 .31 .32 .41 .32 .38 -.03 .11 .81
Estm .21 .27 .25 .35 .35 .42 .45 .47 .39 .09 .14 .59 .83
Note: Parameters with the values of O and 1.0 were fixed in order to define
the model. Standard errors for all estimated parameters vary from .02 to

.08. Thus, all parameters, with the exception of som. of the factor
covariances, differ substantially from zero. Math=Math; Verb=Verbal; Acad =
Academic; Praob=Problem Solving; Appr=Physical Appearance; Ssex=Same Sex
Relationships; Osex=0Opposite Sex Relationships; Frnt=Parent Relationships;
Relg=Religion/Spiritual Values: Hnst=Honesty; Emot=Emotional Stability;

Estm=General Self Esteem.
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Table 2

Correlations Among First-Order Factors in Model 1A Far: Responses
From Time 1 (below diagonal) and Time 2(above diagonal)

- v e - - - - - - - - —

* Factors

Math Verb Acad Prob Pabl Appr Ssex Osex Prnt Relg Hnst Emot Estm
Math 1.00 .14 .63 .43 .30 .20 .15 .11 .17 .01 .21 .24 .19
vVerb .12 1.00 .55 .53 .28 .34 .30 .35 .19 -.03 .18 .30 .32
Acad .62 .53 1.00 .51 .30 .26 .18 .22 .28 .09 .29 .27 .23
Prob .48 .54 .55 1.00 .34 .34 .29 .36 .22 -.02 .30 .35 .47
Pabl .26 .21 .26 .28 1.00 .46 .57 .39 .42 .05 .30 .40 .46
Appr .19 .32 .19 .32 .43 1.00 .31 .48 .30 .08 .24 .45 .61
Séex .15 .26 .17 .27 .62 .36 1.00 .55 .37 .05 .21 .50 .S535
Osex .14 .37 .23 .32 .35 .42 .52 1.00 .27 -.04 .13 .40 .56
Prnt .15 .18 .23 .25 .¥8 .32 .48 .32 1.00 -.01 .25 .43 .45
Relg -.01 -.02 .07 .03 .08 .08 .07 -.02 .01 1.00 .19 -.04 .03
Hnst .22 .18 .22 .24 .18 .19 .08 .11 .20 .27 1.90 .28 .25
Emot .24 .27 .25 .34 .42 .42 .52 .39 .47 -.04 .24 1.00 .&9
Estm .25 .35 .30 .54 .47 .55 .56 .56 .47 .11 .29 .72 1.00

Note: Correlations represent the results of the standardized solution for
Model 1A for time 1| (below the diagonal) and for time 2 (above the

diagonal). See Note in Table 1| for the abbreviations of the factor names.
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) Tahle 3

Description of Seven Goodness-of-fit Indicators

Indicator Description

X /df The ratio of the chi-square to the degrees-of-freedom (df)

GF1I The Goadness of Fit Index is a measure of the relative
amount of variances and covariances jointly accounted for
the model and varies between O and 1 (Joreskog & Sorbom,
1981, I.40--41).

AGF ! The Adjusted Goodness of Fit Index is like the GFI, but it
is adjusted for the number of parameters that are
estimated (Joreskog & Sorbom, 1981, p. i.40-41).

RMS The Root Mean Square residual is a measure of the average
of residual variances and covariances for the original

measured variables (Joreskog & Sorbom, 1981, p. 1.41).

2 2
TLI Tge Tucker-Lewis index is: 1 — [(X /df )/(X /df )], The
m

n
X /df
n is the chi-square/df ratio for the null model,

while ledfm is the corresponding ratio for the model
being tested (see Bentler % Bonett,21980). o 0

BBI The Bgntler-Bonett Index is: 1 -[(Xms) /7 (Xm)]l. The Xn
and Xey are the chi-square values for the null and tested
models (see Bentler % Bonett, 1980).

TC The Target Coefficient, a measure of a higher-order
model’s ability to explain @he covagiation among first-
order?factors, ist 1 - [(X¢gg) / (Xng)l where the X§,
and X ho stand for the chi-square values for the first-
order model (Model 1R) and the higher-order model being

tested (see Marsh & Hocevar, in press).
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Table 4 Pt 3%

Goodness of Fit Indicatorsa for All CFA Models

Model legil Zzégi GF1 AGELl  RMS TLI BBl IC

0 11183(741) 15.09 .235 <195 . 285 . 000 . 000 -

1A 1333(624) 2.14 .634 .42 . 042 . 858 . 881 1.000
1B 2811(702) 4,00 .303 . 450 « 235 . 734 . 749 -

2R 17846(689) 2.59 .608 . 906 . 083 . 828 . 840 . 747
3A 1613(687) 2.35 .617 . 966 . 065 . 844 . 862 . 826
4A 1539(686) 2.24 .627 . 969 . 061 . 852 .862 . 867
4B  1538(684) 2.25  .621 . 568 . 061 . 851 . 862 . 867
SA 13527 (686) 2,23  .622 971 . 061 . 852 .B863 .873
SB  14661(6b6) 2.20 .625 . 961 . 0354 . 854 . 869 . 909
6A  1515(686) 2.21 . 623 . 972 . 061 . 854 . 865 . 880
4B 1481(672) 2.20 .b623 « 263 . 057 . 854 .868 . 200

7A 1476 (685) 2.15 .b624 .972 . 057 . 857 .868 . 903

Model Descriptions (also see Table 1 & Figure 1)

Model O = Null model (resulting in a diagonal reproduced matrix)

Model 1A = First-order factors only (see Table 1)

Model 1B = Same as 1A except that all factor are uncorrelated.

Model 2A = 1 higher-order factor defined by all 13 first-order factors

Model 3A = 2 higher-order correlated factors

Model 4A = 3 second-order factors % 1 third-order factors

Model 4B = same as 4A except that there is no third-order factor, and
the 4 lower order factors that define it are correlated.

Model SA = 4 second-order factors & 1 higher-order factor

Model SB = same as 5B except that there is no third-order factor, and
the 8 lower-order factors that define it are correlated.

Model 6A = S second-order factors % i third-order factor;

Model 6B = same as 6A except that there is no third-order factor, and
the 7 lower-order factors that define it are correlated.

Model 7R = same as bA excegt that the physical and social second-order
factors are combined to form a single second-order factor,
and the Problem Solving factor contributes directly to the
general hierarchical self-concept.

a -- the goodness-of-fit indicators are defined i.i Table 3

Note: The first-order factor structure (see Table 1) was the same for all
models. The structure of higher-order factors in Models 2R, 3A, 4A, GOA, 6hA
and 7A are shown in Figure 1. Models 4R - 7A all had two equality
constraints used to define the second-order academic factors (see Figure 1).
Models SA~6B had one equality constraint used to define the second-order
physical factor. Models &R, 4B and 7A had one equality constraint used to
define the second-order moral factor. When the 12 models described above
were tested with the data from time 2 the observed chi-square values were:
116203 12513 2726; 1698; 1536; 1458; 1458; 1408; 1439; 1461; 14265 1438.

See Note in Table 3 for the abbreviations of the goodness-of-fit indicators.

)
J
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Table S
Percentage of Variance in First-order and Second-order Factors Explained by

the Higher-order factor Models Shown in Figuia 1

""""""""""""""" 7% o¥ Variance Explained By Raodel ~~~ "~~~

First-Order Variance ~--------ccc—somm e

Factors estimate 2A 3A 4A SA 6A
Math .856 14.7 41.6 90.7 90.7 90.7
Verb 731 16.6 69.8 86.3 86.7 86.3
Acad .816 22.8 65.7 63,3 64.3 64.3
Prab 17 26.5 65.2 35.5 55.5 55.S5
Pabl «685 37.2 38.7 38.7 44.5 44.5
Appr .708 36.4 36.4 36.4 44.4 44.4
Ssex .778 44.0 49.9 49.9 56.3 56.3
Osex .841 38.2 37.0 38,2 42.9 42.9
Prnt <795 30.8 33.3 32.1 35.8 34.6
Relg « 755 0.6 0.6 0.6 0.6 12.6
Hnst «251 4.4 4.4 4.4 4,4 56.2
Emot .805 94.0 57.8 57.8 59.0 59.0
Estm .83S 68.9 75.9 77.2 78.4 78.4
Second-order Factors
Math/Acd .769 - -- 10.3 10.3 10.3
Read/Acd «629 - - 20.5 18.9 18.9
Physical « 306 - -- -- 80.4 80.4
Social .471 - -= - 80.9 83.0
Moral . 120 - -= - - 16.7

Note: The percentage of variance explained is defined as: [(1 - (Residual
Variance/Variance Estimate)) x 100%4]. Variance estimates for first-order
factors were obtained from Model i{A (see Table {) while those for the
second-order factors came from Model 4A (see Figure 1). Residual variance
estimates for each model appear in Figure {. A "--" jndicates that the
second-order factor was not estimated in a particular model. See Note in

Table 1 for the abbreviations of the factor names.
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FIGURE 1 -~ Seven Hierarchical Models and Parameter Estimates

*Indicates loadings fixed at 1.0

a. The Academic Factor was constrained to load equally on the
Math/Academic and Verbal/Academic Factors

b. The Problem Solving factor was constrained to load equally
on the Math/Academic and Verbal/Academic Factors
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